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Ultrafast thermoelasticity modeling of microbump

formation irradiated by femtosecond laser
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Finite element method and ultrafast thermoelasticity model are combined to simulate the microbump
formation irradiated by a femtosecond laser. It has been shown that the effect of microbump formation is
related to the characteristic of incident femtosecond laser and the thermoelasticity properties of the film.
The numerical results exhibit good agreements with the experimental results in both the shape and height
of the conical microbump structure, which verify the effectiveness of the ultrafast thermoelasticity model
in experiments. It should be helpful for selecting appropriate materials for nanotexturing of thin films by
ultrafast lasers.
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Ultrafast lasers are very attractive in precise material
processing, especially in the fields of micromachining,
microoptics, and microelectronics[1−3]. There are many
particular merits of ultrafast lasers micromachining, such
as negligible thermal damage to the surroundings, high
cutting effiency, nearly ablation of all kinds of materi-
als, and precise control of machining sizes. In spite of its
widely applications in many areas of technology, the ba-
sic mechanisms leading to ablation or micromachining are
still not understood well. Three types of two-step heating
model, parabolic[4], hyperbolic[5] and dual-hyperbolic[6],
have been proposed for simulating the thermal transport
phenomena in metals irradiated by sub-nanosecond and
shorter pulse lasers. Among these, the dual-hyperbolic
two-temperature model is the most general version for
describing the evolutions of both the electron and lat-
tice temperatures during ultrafast lasers micromachining.
However, none of above mentioned models refers to the
non-thermal high stress damage mechanisms. Recently,
Chen et al. developed a new ultrafast thermoelasticity
model (UTEM) based on the dual-hyperbolic two tem-
perature and hot-electron blast models[7]. In this letter,
we combined the finite element method (FEM) and the
UTEM to simulate the microbump formation on Cr film
irradiated by a femtosecond laser and compared the re-
sults with the experimental results.

We undertake an attempt to describe the phenomenon
of microbump formation appeared on the nanosize Cr
films irradiated by a femtosecond laser. The fully
coupled, nonlinear, transient thermoelasticity equations
that govern ultrafast thermomechanical response for a
metal film in three-dimensional (3D) space are given as
follows[7]:

ρüi = σji,j + 2ΛTeTe,i, i, j = 1, 2, 3, (1)

CeṪe = −qei,i − G(Te − Tl) + S, (2)

τeq̇ei + qei = −KeTe,i, (3)

ClṪl = −qli,i + G(Te − Tl) − (3λ + 2µ)αTlε̇ii, (4)

τlq̇li + qli = −KlTl,i, (5)

where ρ indicates the mass density of the materials, ui are
the displacements of the lattices, σij are the stresses, Λ
is the coefficient for the hot-electron blast force, T is the
temperature, C is the heat capacity, qi is the heat flux
vector, G is the electron-lattice coupling factor, S is the
volumetric laser heat source, τ is the relaxation time, K is
the thermal conductivity, λ is the Laméconstant, ν is the
shear modulus, α is the thermal expansion coefficient,
and εij are the strains. The subscripts i, j and k (= 1, 2, 3
for each) refer to the spatial coordinates in 3D space. The
quantities with subscripts e and l are associated with the
electron and lattice, respectively.

The volumetric laser heat source with a Gaussian tem-
poral and spatial profile is expressed as

S(r, z, t) =
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where r and z are the radial and axial (thickness) coor-
dinates respectively, J0 is the laser fluence, δ is the sur-
face reflectivity, tp is the laser pulse duration, rs is the
spot radius, zs is the penetration depth including ballis-
tic range, and the constant β = 4 ln 2. The magnitude
of the hot-electron blast force coefficient is estimated by
Falkovsky et al.

[8]

Λ = gCe0
∼= Ce0, (7)

where Ce0 is a constant characteristic in the electron heat
capacity Ce(Te)

[9],

Ce(Te) = Ce0Te. (8)

The electron relaxation time τe is a function of electron
and lattice temperatures[10]

τe =
1

AeT 2
e + BlTl

, (9)

where Ae and Bl are constants. The electron thermal
conductivity Ke is expressed in the form[11]

Ke = χ
(φ2

e + 0.16)5/4(φ2
e + 0.44)φe

(φ2
e + 0.092)1/2(φ2

e + ηφl)
, (10)
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where φe ≡ Te/TF and φl ≡ Tl/TF are the normalized
electron and lattice temperatures with TF denoting the
Fermi temperature, χ and η are material constants. The
phonon relaxation time τl is given by[12]

τl =
3Kl

ClV 2
s

, (11)

with Vs being the speed of sound.
Considering a metal film heated by an ultrafast Gaus-

sian laser pulse is at rest and at a uniform room temper-
ature initially, the initial conditions are

ui(r, z, 0) = 0, u̇i(r, z, 0) = 0, (12)

σij(r, z, 0) = 0, (13)

Te(r, z, 0) = Tl(r, z, 0) = 300 K, (14)

qei(r, z, 0) = qli(r, z, 0) = 0. (15)

During the short time period of the laser heating, heat
losses to the surrounding boundary as well as to the front
and back surfaces of the metal film are assumed to be
negligible, implying the following boundary conditions:

qei(r, 0, t) = qei(r, L, t) = qei(R, z, t) = 0, (16)

qli(r, 0, t) = qli(r, L, t) = qli(R, z, t) = 0, (17)

where L is the film thickness, and R is the radius of the
surrounding boundary. For the mechanical response, it is
assumed that the front and back surfaces of the film are
stress free while the surrounding boundary is constrained.
This gives

σij(r, 0, t) = σij(r, L, t) = 0, (18)

ui(R, z, t) = 0. (19)

Equations (1)—(5) was solved by the FEM, in which
the finite element matrix equation for the conservation
of momentum, Eq. (1), is written as[7]

[m]{ü} + [k]{u} = {fTl
} + {fTe

}, (20)

where {ü} and {u} are the nodal acceleration and dis-
placement vectors, [m] and [k] are the mass and stiffness
matrices, {fTl

} and {fTe
} are the classical thermal load

vector that results from the non-uniform lattice tempera-
ture and the hot-electron blast force vector, respectively.
In each time step, the time rates of change of the tem-
peratures are first determined from the energy Eqs. (2)
and (4), and then the temperatures are advanced us-
ing the finite element meshes. Once the temperatures
are obtained, the rates of change of the heat fluxes are
computed from the constitutive Eqs. (3) and (5). Sub-
sequently, the heat fluxes are updated using the finite
element meshes. With the current temperatures and
the heat fluxes, the nodal displacements {u} are solved
from the finite element Eq. (20) by using the constant
acceleration Newmark time integration scheme[13]. After
the stresses are evaluated, the above solution procedure
repeats for the next time step.

Square Cr film with a thickness L = 145 nm irradiated
by Gaussian laser pulses is considered in the numerical
analysis. The centre of the beam cross-section coincides
with the centre of the front surface of the film. The fem-
tosecond laser pulse is assumed to have a pulse duration
of 100 fs at the wavelength of 800 nm. The thermo-
physical and thermoelastic properties of Cr used in the
modeling are as follows[14]: ρ = 7190 kg/m3, Ce0 = 194
J/(m3·K2), G = 4.2×1017 W/(m3·K), δ = 0.631, zs = 24
nm, χ = 300 W/(m·K), η = 0.20, TF = 8.01 × 104 K,
Cl = 3.24 × 106 J/(m3·K), Kl = 0 W/(m·K), Λ = 194
J/(m3·K2), E = 248 GPa, ν = 0.40, and α = 19.5×10−6

K−1.
Figures 1 and 2 present the simulant deformation of

Cr film irradiated by a 100-fs, 800-nm femtosecond laser
pulse at two different fluences. It can be seen that coni-
cal microbump structure is formed on the surface of Cr
film. The height of the microbump is 139 nm at the
fluence of 0.8 J/cm2 and is 208 nm at the fluence of 1.4
J/cm2. The height of the microbump increased with the
fluence nonliearly is due to the electron blast force which
is not linearly changed with the fluence according to the
UTEM. Figure 3 shows the schematic representation of
the process of microbump formation induced by a fem-
tosecond laser. In the process of deformation, the irradi-
ated zone on the film gains thermalelastic stress normal
to the substrate surface. The deformation of the film be-
comes plastic when the stress is beyond the yield stress
of the material, which makes the film cannot restore its
initial shape and results in the formation of microbump
after the femtosecond laser irradiation. When the stress
gets so large that it cannot be extinguished by the plas-
tic deformation with the increment of the fluence, the
material will eject from the surface and result in ablation
of the film. Figure 4 exhibits the experimental surface
morphology and profile of the Cr film irraditated by a

Fig. 1. Simulant deformation of Cr film irradiated by a 100-fs,
800-nm femtosecond laser pulse at the fluence of 0.8 J/cm2.
(a) 3D view and (b) cross section view.
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Fig. 2. Simulant deformation of Cr film irradiated by 100-fs,
800-nm femtosecond laser pulse at the fluence of 1.4 J/cm2.
(a) 3D view and (b) cross section view.

Fig. 3. Schematic representation of the process of microbump
formation.

100-fs, 800-nm femtoseond laser pulse at the fluence of
1.4 J/cm2. It can be seen that the nearly conical mi-
crobump structure is appeared on the surface of Cr film
and has a height of 230 nm, which shows good agree-
ments with the simulant result in Fig. 2 for both the
shape and height of the conical microbump structure. It
has verified the reasonableness and effectiveness of the
UTEM in experiments. Furthermore, the materials with
small elastic modulus such as Au, Ag and Cu will get a
higher microbump structure under the same irradiation
condition according to the numerical simulant results.

In conclusion, the FEM and UTEM were combined
to simulate the microbump formation on Cr film irradi-
ated by a femtosecond laser. The simulant results showed
that the effect of microbump formation was related to the

Fig. 4. (a) Experimental surface morphology and (b) profile
of the Cr film irraditated by a 100-fs, 800-nm femtoseond laser
pulse at the fluence of 1.4 J/cm2.

characteristic of incident femtosecond laser and the ther-
moelasticity properties of the film. It exhibited good
agreements with the experimental results in both the
shape and height of the conical microbump structure,
which verified the reasonableness and effectiveness of the
UTEM in experiments. It should be helpful for nanotex-
turing of thin films by ultrafast lasers.
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